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Abstract

A random-key genetic algorithm is an evolutionary metaheuristic
for discrete and global optimization. Each solution is encoded as a
vector of n random keys, where a random key is a real number, ran-
domly generated, in the continuous interval [0, 1). A decoder maps
each vector of random keys to a solution of the optimization prob-
lem being solved and computes its cost. The algorithm starts with a
population of p vectors of random keys. At each iteration, the vec-
tors are partitioned into two sets, a smaller set of high-valued elite
solutions, and the remaining non-elite solutions. All elite elements are
copied, without change, to the next population. A small number of
random-key vectors (the mutants) is added to the population of the
next iteration. The remaining elements of the population of the next
iteration are generated by combining, with the parametrized uniform
crossover of Spears and DeJong [58], pairs of solutions. This chap-
ter reviews random-key genetic algorithms and describes an effective
variant called biased random-key genetic algorithms.
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1 Genetic algorithm with random keys

Bean [6] described a new class of genetic algorithms for combinatorial op-

timization problems whose solutions can be represented by a permutation

vector. These algorithms, called random-key genetic algorithms (RKGA),

represent a solution of the optimization problem as a vector of random keys.

A random key is a real number, generated at random in the continuous

interval [0, 1).

A decoder is a procedure that maps a vector of random keys into a

solution of the optimization problem and computes the cost of this solution.

The decoder proposed by Bean [6] simply orders the elements of the vector

of random keys, thus producing a permutation corresponding to the indices

of the sorted elements.

A RKGA evolves a population, or set, of p vectors of random keys ap-

plying the Darwinian principle of survival of the fittest, where the fittest

individuals (or solutions) of a population are more likely to find a mate and

pass on their genetic material to future generations. The algorithm starts

with an initial population of p vectors of n random keys and produces a

series of populations. In the k-th generation, the p vectors of the popu-

lation are partitioned into a small set of pe < p/2 vectors corresponding

to the best solutions (this set is called the elite set) and another set with

the remainder of the population (called the non-elite set). All elite vectors

are copied, unchanged, to the population of the k + 1-st generation. This

elitism characterizes the Darwinian principle in an RKGA. Next, pm vectors

of random keys are introduced into the population of the k + 1-st genera-

tion. These vectors, called mutants or immigrants, and play the same role as

the mutation operators of classical genetic algorithms, i.e. they help avoid
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convergence of the population to a non-global local optimum. To complete

the p elements of the population of the k + 1-st generation, p − pe − pm

vectors are generated, combining pairs of solutions from the population of

the k-th generation, with a parametrized uniform crossover [58]. Let a and b

be the vectors chosen for mating and let c be the offspring produced. In the

crossover of Spears and DeJong [58], c[i], the i-th component of the offspring

vector, receives the i-th key of one of its parents. It receives the key a[i]

with probability ρa and b[i] with probability ρb = 1− ρa.

2 Biased random-key genetic algorithms

As seen in Section 1 of this chapter, Bean’s algorithm limits itself to elitism

to simulate Darwinism. A biased random-key genetic algorithm (or BRKGA

[24]), on the other hand, not only uses elitism to simulate survival of the

fitness, but also makes use of mating. A BRKGA differs from Bean’s al-

gorithm in the way parents are selected for crossover and how crossover is

applied.

Both algorithms choose parents at random and with replacement. This

way a parent can have more than one offpring per generation. While in

Bean’s algorithm both parents are chosen from the entire population, in a

BRKGA one parent is always chosen from the elite set while the other is

chosen from the non-elite set (or, in some cases, from the entire population).

Since pe < p/2, an elite vector in a BRKGA has a probability of 1/pe of being

selected for each crossover. This is greater than 1/(p − pe), the probability

that a non-elite vector has of being selected. For the same reason, the

probability that a specific elite vector is chosen in a BRKGA is greater than

1/p, the probability that a given elite vector is chosen in Bean’s algorithm.
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Figure 1: Iteration count distributions to a given target solution value for a

BRKGA and Bean’s algorithm.

Both algorithms combine parents a and b using parametrized uniform

crossover [58] to produce the offspring c. While in Bean’s algorithm each

parent can be parent a or b, in a BRKGA a is always the elite parent and

b is the non-elite parent. Since ρa > 1/2, in a BRKGA the offspring c has

greater probability of inheriting the keys of the elite parent, while in Bean’s

algorithm this is not necessarily true.

This small difference between the two algorithms almost always results in

BRKGA outperforming Bean’s algorithm [33]. Figure 1 compares iteration

count distributions to a given target value for a BRKGA and an implemen-

tation of Bean’s for a covering by pairs problem [7]. The figure clearly shows

the dominance of the biased variant of the RKGA over the unbiased variant

on this instance and for this target value. Though there has been at least

one instance where the unbiased variant was slightly superior to the biased

variant, the dominance of the biased variant over the unbiased variant is
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well established [33].

3 A model for the implementation of a BRKGA

Algorithm 1 shows a pseudo-code of a BRKGA for the minimization of

f(x), where x ∈ X and X is a discrete set of solutions and f : X → R.

This implementation is a multi-start variant of a BRKGA where several

populations are evolved in sequence and a best solution among all in the

population is returned as the output of the algorithm. After describing the

pseudo-code, we will justify its multi-start nature.

In line 2, the value f∗ of the best solution found is initialized to a large

value, i.e. not smaller than f(x0), where x0 ∈ X is some feasible solution

to the problem. Evolution of each population is done in lines 3 to 28. The

algorithm halts when some stopping criterion in line 3 is satisfied. This

criterion can be, for example, number of evolved populations, total time, or

quality of the best solution found.

In line 4, the population being evolved is initialized with p = |P| vectors

of random keys. Evolution of population P takes place in lines 5 to 27. This

evolution ends when a restart criterion is satisfied in line 5. This criterion can

be, for example, a maximum number of generations without improvement

in the value of the best solution in P. At each generation, or iteration, the

following operations are carried out: In line 6 all new solutions (offspring and

mutants) are decoded and their costs evaluated. Note that each decoding

and evaluation in this step can be computed simultaneously, i.e. in parallel.

In line 7, population P is partitioned into two subpopulations Pe (elite) and

Pē (non-elite), where Pe is such that |Pe| < |P|/2 and contains |Pe| of the

best solutions in P and Pē consists of the remaining solutions in P, that is
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1 BRKGA(|P|, |Pe|, |Pm|, n, ρa)
2 Initialize value of the best solution found: f∗ ←∞;
3 while stopping criterion not satisfied do

4 Generate a population P with n vectors of random keys;
5 while restart criterion not satisfied do

6 Evaluate the cost of each new solution in P;
7 Partition P into two sets: Pe and Pē;
8 Initialize population of next generation: P+ ← Pe;
9 Generate set Pm of mutants, each mutant with n

random keys;
10 Add Pm to population of next generation:

P+ ← P+ ∪ Pm;
11 foreach i← 1 to |P| − |Pe| − |Pm| do
12 Select parent a at random from Pe;
13 Select parent b at random from Pē;
14 foreach j ← 1 to n do

15 Throw a biased coin with probability
ρa > 0.5 of resulting heads;

16 if heads then c[j]← a[j] ;
17 else c[j]← b[j];

18 end

19 Add offspring c to population of next
generation: P+ ← P+ ∪ {c};

20 end

21 Update population: P ← P+;
22 Find best solution χ+ in P:

χ+ ← argmin{f(χ) | χ ∈ P};
23 if f(χ+) < f∗ then

24 χ∗ ← χ+;
25 f∗ ← f(χ+);

26 end

27 end

28 end

29 return χ∗

Algorithm 1: Model for biased random-key genetic algo-
rithm with restart.
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Pē = P \Pe. P
+ is the population of the next generation. It is initialized in

line 8 with the elite solutions of the current generation. In line 9, the mutant

subpopulation Pm is generated. Each mutant is a vector of n random keys.

The number of generated mutants in general is such that |Pm| < |P|/2. This

subpopulation is added to population P+ of the next generation in line 10.

With |Pe| + |Pm| vectors inserted in population P+, it is necessary to

generate |P| − |P2| − |Pm| new offspring to complete the |P| vectors that

form population P+. This is done in lines 11 to 20. In lines 12 and 13

parents a and b are chosen, respectively, at random from subpopulations Pe

and Pē. The generation of offspring c from parents a and b takes place in

lines 14 to 18. A biased coin (with probability ρa > 1/2 of flipping to heads)

is thrown n times. If the i-th toss is a heads, the offspring inherits the i-th

key of parent a. Otherwise, it inherits the i-th key of parent b. After the

offspring is generated, c is added to population P+ in line 19.

The generation of P+ ends when it consists of |P| elements. In line 21,

P+ is copied to P to start a new generation. The best solution in the

current population in evolution is computed in line 22 and if its value is

better than all solutions examined so far, the solution and its cost are saved

in lines 24 and 25 as χ∗ and f∗, respectively. χ∗, the best solution found

over all populations is returned by the algorithm in line 29.

4 Restarting a random-key genetic algorithm

As with most stochastic search methods, the continuous random variable

time to target solution of a RKGA has an empirical distribution that ap-

proximates a shifted exponential distribution. The discrete random variable

iterations to target solution, on the other hand, has an empirical shifted
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Figure 2: Iteration count distribution to target solution of a BRKGA with-

out restart.

geometric distribution.

Consider, in Figure 2, the empirical distribution of number of iterations

of a BRKGA to find an optimal solution of instance of Steiner triple covering

problem stn243 [50].

The iterations-to-target-solution plot [1] is generated by running the

BRKGA 100 times, each time using a different seed for the random number

generator and recording the number of iterations that the algorithm took

to find a solution as least as good as the target (in this case an optimal

solution). The figure shows that 25% of the runs needed no more than 55

iterations to find an optimal solution, 50% took at most 74 iterations and

75% at most 245. However, 10% of the runs required more than 4597 iter-

ations, 5% more than 5532 iterations, 2% more than 7061 and the longest

run took 9903 iterations. This is the typical behavior of a random variable

com a shifted geometric distribution.

8



Let I be the random variable number of iterations to a given target

solution. For instance stn243, a visual examination of Figure 2 suggests

that Pr(I ≥ 246) ≈ 1/4. Restarting the algorithm after 246 iterations and

assuming independence of the runs, Pr(I ≥ 492 | I ≥ 246) ≈ 1/4. Therefore,

Pr(I ≥ 492) = Pr(I ≥ 246) × Pr(I ≥ 492 | I ≥ 246) ≈ 1/42. One can

easily show, by induction, that the probability that the algorithm will take

fewer than k cycles of 246 iterations is approximately 1/4k. For example,

the probability that the algorithm with restart will take more than 1230

iterations (five cycles of 246 iterations between restarts) is approximately

1/45 = 1/1024 ≈ 0.1%. This probability is considerably smaller than the

approximately 20% probability that the algorithm without restart will take

more than 1230 iterations.

The above analysis uses a restart strategy that differs slightly from the

one proposed here for random-key genetic algorithms. In the proposed strat-

egy, similar to the restart strategy for GRASP with path-relinking pro-

posed by Resende and Ribeiro [49], instead of restarting each k iterations,

it restarts after kr iterations without improvement of the value of the best

solution found since the previous restart.

Figure 3 compares a BRKGA without restart with one which restarts

every 246 iterations without improvement of the value of the best solution

found on Steiner triple covering instance stn243. The figure clearly shows

that both the average number of iterations to an optimum as well as the

corresponding standard deviation are smaller in the variant with restart

than in the one without restart.
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Figure 3: Iteration count distribution to a target (optimal) solution of vari-

ants of BRKGA with and without restart on Steiner triple covering instance

stn243.

5 RKGA with multiple populations

The description of random-key genetic algorithms so far involved a single

population. However, it is possible to implement a RKGA with more than

one population [25].

Suppose that the RKGA has π populations, P1,P2, . . . ,Pπ, each with p

vectors of random keys. In this case, the π populations are initially pop-

ulated, each independently of the others, with p vectors of random-keys in

line 4 of the pseudo-code of Algorithm 1 and the loop in lines 6 to 26 is

applied to each of these π populations. The populations exchange informa-

tion every kp iterations of the loop in lines 5 to 27 of Algorithm 1. In this

exchange, the km best solutions from each population replace the (π− 1)km

worst solutions of each population.
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6 Specifying a RKGA

The specification of a RKGA requires defining how a solution is represented,

or encoded, how decoding is done, and what are the parameters of the

algorithm.

Since each solution is represented as a vector of n random keys, it is

necessary only to specify a value for n.

The decoder is a deterministic algorithm that takes as input a vector of n

random keys and produces as output a solution of the optimization problem

as well as its corresponding cost. A decoder is, in general, a heuristic. If it

makes use of local search, then it is recommended but not strictly necessary

that a vector adjustment procedure be specified such that when the decoder

is applied to a vector of random keys corresponding to a local optimum the

decoder will produce the local optimum without applying the local search

phase of the decoder. See Resende et al. [50] for a simple example of vector

adjustment.

Several parameters need to be specified. Table 6 lists these parameters

and offers value ranges which in practice have proven to be satisfactory [24].

7 API for BRKGA

To simplify the implementation of BRKGAs, Toso and Resende [61] pro-

posed an Application Programming Interface (API), or C++ library, for

BRKGA. The API is efficient and easy to use. The library is portable

and automatically deals with several aspects of the BRKGA, such as man-

agement of the population and of the evolutionary dynamics. The API is

implemented in C++ and uses an object oriented architecture. In systems
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Table 1: Parameters and recommended values.

Parameter Recommended value

p: size of population p = max{3, ⌊κp × n⌋},
where κp > 0

pe: size of elite partition of population pe = max{1, ⌊κe × p⌋},
where κe ∈ [0.10, 0.25]

pm: size of mutant partition of population pm = max{1, ⌊κm × p⌋},
where κm ∈ [0.05, 0.20]

ρa: probability of inheriting key from elite parent ρa > 1/2,

kr: iterations without improvement for restart kr = argmin{Pr(k iterations to
target solution) ≥ 0.75}

π: number of parallel populations π ∈ {1, . . . , 5}

kp: frequency for population interchange kp ∈ {50, . . . , 100}

km: number of exchanged solutions km ∈ {1, 2, 3}

stopping criterion (examples) running time,
maximum number of iterations,
maximum number of restarts,

finding a solutions as good
as the target.
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with available OpenMP [44], the API enables parallel decoding of random

key vectors. The user only needs to implement the decoder and specify the

stopping criteria, restart and population exchange mechanisms, as well as

the parameters of the algorithm.

The API is open source and can be downloaded from http://github.

com/rfrancotoso/brkgaAPI.

8 Final remarks

This chapter reviewed random-key genetic algorithms, covering both their

unbiased and the biased variants. After introducing the algorithm of Bean

[6], on which the BRKGA is based, the chapter points to two small differ-

ences between the two variants that lead to improved performance of the

BRKGA with respect to Bean’s original random-key genetic algorithm. A

model for the implementation of a BRKGA is described and issues such

as restart and use of multiple populations are discussed. The chapter con-

cludes by illustrating how a BRKGA is specified and presents an C++ API

for BRKGA that allows for easy implementation of the algorithm.

The BRKGA metaheuristic has been applied to many optimization prob-

lems, such as:

• Telecommunications: Ericsson et al. [15], Buriol et al. [8], Noronha

et al. [43], Noronha et al. [43], Reis et al. [47], Ruiz et al. [53], Pedrola

et al. [46], Goulart et al. [34], Resende [48], Morán-Mirabal et al. [40],

Pedrola et al. [45], Duarte et al. [14], and Andrade et al. [2].

• Transportation: Buriol et al. [10], Grasas et al. [35], Stefanello et al.

[59], and Lalla-Ruiz et al. [36].
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• Scheduling: Gonçalves et al. [29], Valente et al. [63], Valente and

Gonçalves [62], Gonçalves et al. [30], Mendes et al. [38], Gonçalves

et al. [31], Tangpattanakul et al. [60], Gonçalves and Resende [28],

and Marques et al. [37].

• Packing: Gonçalves [20], and Gonçalves and Resende [25, 26, 27].

• Clustering: Festa [16] and Andrade et al. [4].

• Covering: Breslau et al. [7], and Resende et al. [50].

• Network optimization: Andrade et al. [5], Buriol et al. [9], Fontes and

Gonçalves [19], Coco et al. [12], Fontes and Gonçalves [18], Ruiz et al.

[52], Andrade et al. [2], and Coco et al. [13].

• Power Systems: Roque et al. [51].

• Industrial Engineering: Gonçalves and Beirão [22], Gonçalves and

Almeida [21], Gonçalves and Resende [23], Moreira et al. [42], Morán-

Mirabal et al. [41], Gonçalves et al. [32], and Chan et al. [11].

• Automatic tuning of parameters in heuristics: Festa et al. [17], and

Morán-Mirabal et al. [39].

• Combinatorial auctions: Andrade et al. [3].

• Global continuous optimization: Silva et al. [54], Silva et al. [56, 55],

and Silva et al. [57]
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