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ABSTRACT. Multicasting is a technique for data routing in networks that allows multiple
destinations to be addressed simultaneously. The implementation of multicasting requires,
however, the solution of difficult combinatorial optimization problems. In this chapter,
we discuss combinatorial issues occurring in the implementation of multicast routing, in-
cluding multicast tree construction, minimization of the total message delay, center-based
routing, and multicast message packing. Optimization methods for these problems are dis-
cussed and the corresponding literature reviewed. Mathematical programming as well as
graph models for these problems are discussed.

1. INTRODUCTION

Routing is a fundamental task in network systems in general. Any computer network has
as one of its main functions to send information (usually in the form of packets) between
clients and servers. Techniques used for routing in traditional network systems can be
classified in the following way:

e Unicast routing: under this routing paradigm, the objective is to transport data
packets between single sources and destinations. This is the simplest routing
method, and therefore is also the most frequently used. The idea of single source-
destination transport of information has been explored in countless applications,
and allowed the development of protocols such as ftp, http, which are used in
the implementation of important Internet applications.

e Broadcast routing: in the broadcast paradigm of routing, a network node can send
packets to all nodes directly connected to it. Broadcasting is popular in mass dis-
tribution media such as radio and TV, but it has also applications in computer
networks. For example, broadcasting is generally used in packet switching net-
works for distributing data in the local segment, under network implementations
such as Ethernet, which use a bus topology. In the case of Ethernet networks,
client nodes are addressed as part of a network segment using broadcast messages
(in an IP implementation, this happens when IP addresses ending in 255 are used).

Both paradigms for packet routing, although being useful, are not adequate when informa-
tion needs to be sent to a relatively large group of users, that are geographically separated
and have similar interest on a piece of data. This situation has lead to the development of
network protocols capable of sending information to selected destinations [Deering and
Cheriton, 1990]. Such protocols are called multicast routing protocols. Different im-
plementations have been proposed in the last 20 years, with varying levels of success.

Date: June 29, 2005.

Key words and phrases. Multicasting, data routing, networks, combinatorial optimization, multicast tree
construction, delay minimization, cache placement, center-based multicast routing, and multicast packing.

AT&T Labs Research Technical Report TD-6DTLXR. To appear in Handbook of Optimization in Telecom-
munications, M.G.C. Resende and P.M. Pardalos (eds.), Springer, 2005.

1



2 C.A.S. OLIVEIRA, PM. PARDALOS, AND M.G.C. RESENDE

However, all multicast routing implementations share similar requirements, in terms of the
distributed combinatorial optimization problems that must be solved.

In this chapter, we discuss some of the most important combinatorial optimization prob-
lems occurring in multicast routing systems. We provide formulations for these problems
and discuss some of the techniques that have been used to solve them in practice, as well
as remaining open problems in this area.

1.1. Multicast network concepts. A multicast group is a set of network clients and servers
interested in sharing a specific set of data. A multicast protocol has the objective of con-
necting members of the multicast group in an optimal way, by reducing the amount of
bandwidth necessary but also considering other issues such as communication delays and
reliability.

Multicast systems have in common the fact that the total amount of resources used by
the network becomes large as the number of members in the multicast group increases.
This makes it difficult to provide services at desirable levels, unless efficient algorithms
are used to reduce resource consumption.

The delivery of data to a selected number of users organized as a multicast group is
called multicast routing. This concept was introduced by Wall [1980] in order to allow the
implementation of network services that require addressing specific sets of users. Despite
having been proposed back in the 1980s, implementations of the multicast concept have
not been brought into practical working until the the 1990s. Even so, multicast routing is
not available by default in most routers, since it has the potential to slow down network
servers. This shows the need for algorithms allowing efficient implementation of multicast
routing concepts.

Multicast systems can be classified according to the types of groups involved. A multi-
cast group can be sparse when the number of sparse group elements in the group is small
compared to the total size of the network. If this is not the case, then the group is called
a pervasive group [Waitzman et al., 1988]. Another classification of multicast groups is
according to the duration of the required connection and the possibility of changes in the
group membership. A static group is one that is fixed at its creation time, and cannot be
changed afterwards. A dynamic group, on the other hand, is allowed to change by adding
or removing nodes.

Several protocols have been proposed to implement the multicast network concept.
Among the most important techniques we cite the following:

o DVMRP [Deering and Cheriton, 1990, Waitzman et al., 1988] (Distance-Vector
Multicast Routing Protocol) is a protocol used to integrate multicast routing to RIP
(interior gateway protocol). It allows tunneling of multicast traffic over standard
routers.

o The MOSPF [Moy, 1994a] is an extension of the traditional OSPF [Moy, 1994b,
Thomas II, 1998] (Open Shortest Path First) to handle multicast applications.
Thus, it is able to integrate into existing routers.

o PIM [Deering et al., 1996] (protocol independent multicast) is a protocol that tries
to explore sparsity in multicast groups. It is also designed to be independent of the
underlying unicast routing protocol.

e Core-based trees [Ballardie et al., 1993] are a technique to allow easier creation
of multicast trees, by the use of a core that can be reused by different multicast
groups. It is a protocol that can be classified among other shared tree technolo-
gies [Chiang et al., 1998, Wei and Estrin, 1994].
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e MBONE [Eriksson, 1994]: The Internet multicast backbone (MBONE) was in-
troduced as a implementation of multicasting capable of sending live streams of
video and sound using an existing Internet connection. In fact, one of the first
applications of the MBONE was the transmission of IETF (Internet Engineering
Task Force) meetings.

In unicast routing systems, routes are computed using classical algorithms such as Bellman
[1957] and Dijkstra [1959]. Information about best routes are stored in tables in the routers’
main memory. These algorithms have polynomial complexity, generally in the order of
O(n?). Algorithms for routing in multicast networks, on the other hand, cannot provide
exact solutions in polynomial time, since the underlying problems are NP-hard, as seen in
the next sections. Some of these problems have bee studied by many researchers in the last
years, starting with Dalal and Metcalfe [1978].

Several documents discussing the design and implementation of current multicast pro-
tocols are available on the Internet. For example, the Internet task force draft [Semeria
and Maufer, 1996] on multicast technologies is freely available. For papers and surveys on
general aspects and algorithms related to multicast systems, see Du and Pardalos [1993a],
Wan et al. [1998], Pardalos et al. [1993], Pardalos and Khoury [1995], Paul and Raghavan
[2002], and Salama et al. [1997b].

In this chapter, we review algorithmic and modeling strategies used to solve problems in
multicast routing. Among the problems discussed, are the multicast tree construction, de-
lay minimization, cache placement problems, center-based multicast routing, and multicast
packing.

1.2. Applications. Several applications can benefit of the use of multicast routing schemes.
We list some possible scenarios, occurring in areas such as corporate environments, edu-
cation, entertainment, and real-time communication.

A possible scenario of application of multicast in corporate environments is the imple-
mentation of financial data delivery. In this application, users are interested in reliable
and up to date information about stocks, bonds, and several financial services provided by
the stock market. The advantage of multicast routing in this scenario is the possibility of
reaching users that are registered to receive the information, with the group membership
status being updated automatically, independent of the data source. This type of appli-
cation requires reliable message delivery mechanisms, which is one of the main areas of
research in multicast systems [IBM, 2005].

A second application that has received a lot of attention is video-conferencing [Eriks-
son, 1994, Sabri and Prasada, 1985]. The implementation of video-conferencing requires
the use of fast protocols that can deliver information to a large number of users quickly.
Multicast is an important technology for video-conferencing due to several reasons, in-
cluding the savings in network bandwidth, the possibility of dynamically managing the set
of users receiving the information, and the use of fast mechanisms for sharing the costs of
connection. In fact, one of the first practical uses of a multicast protocol was the Internet
multicast of sessions of IETF meetings.

Software delivery [Han and Shahmehri, 2000] is another example of application that
can benefit of the use of multicast protocols. In particular, distribution of software in a
company requires a large amount of bandwidth, the deliveries are quite predictable, and
there is a strong motivation for allowing the computational burden to be shared among the
set of computers being updated.

Group-ware collaboration [Chockler et al., 1996, Ellis et al., 1991] requires that a set of
users keep data (such as calendars, working files, sets of archives in revision systems) in a
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large number of locations, where it can be accessed by workers involved in a collaborative
task. Group-ware requires the use of multicast protocols since it is very frequent that
files need to be synchronized in this type of applications. Each set of files can be viewed
as participating in a multicast group, and data is updated among elements of the group
whenever necessary.

Finally, several other applications could benefit from the use of multicast protocols, in-
cluding the delivery of multimedia content on the Internet [Pasquale et al., 1998], real-time
video streaming [Jia et al., 1997, Kompella et al., 1996], and even networked games [Park
and Park, 1997].

1.3. Notation. We use standard notation for graphs. A network is modeled as a graph
G = (V,E), where the set of nodes V represent servers, clients, or intermediate nodes,
and the set of edges E represent links between nodes in V. A multicast group M is a
set of source nodes S (also called servers), which store data that must be transfered to
clients, together with a set of destinations D. All problems in multicast routing require
that elements of the multicast group M = SUD be connected in some specified way. In
particular, we consider more commonly that S is composed of a single source node s.

The following functions defined on graph elements will be used throughout the paper.
In particular, let d(v), for v € V(G) represent the degree of a node, i.e., the number of nodes
adjacent to v. Similarly, let 8(v) and A(v) be the minimum and maximum value of d(v),
for v € V, respectively. A path between two nodes a,b € V is denoted by Z,;,. The length
of 2, is the number of edges in the path.

1.4. Chapter organization. This chapter is organized as follows. In Section 2 we de-
scribe the multicast tree routing problem (MRP) which has the objective of finding an
optimal tree linking the elements of the multicast group. This is a fundamental problem in
multicast routing, and several models and algorithms have been proposed for its solution.
In Section 3 we discuss the approaches to solve the MRP based on Steiner tree algorithms;
we will see different ways of modeling the problem, including the use of center nodes and
rings to improve the resulting solution. The need for network designs that support multi-
cast in an efficient way lead to the formulation of the multicast packing problem, which
will be discussed on Section 4. In Section 5, other problems related to multicast routing
will be disscussed, such as the point-to-point connection problem, and the cache placement
problem. Finally, in Section 6 we provide some concluding remarks.

2. MINIMUM MULTICAST TREE ROUTING PROBLEM

2.1. Problem definition. One of the most difficult problems in multicast networks con-
sists of finding routing paths linking the source (or set of sources) to the set of destinations,
while simultaneously minimizing some cost function. A way of achieving this objective
is computing a tree connecting the source and destination nodes. Thus, we are frequently
interested in finding trees connecting sources and destinations with low total cost. The
resulting problem is called the multicast routing tree problem (MRP).

A mathematical formulation of the MRP based on graphs can be given as follows. Let
G = (V,E) be a graph representing the network, s € V the source node, and D C V the set
of destinations. We assume that each node v € D must receive a copy of the information
stored in s, and therefore D Us form a multicast group. The set E of edges has an associated
function w : E — R returning the cost of using edge e. Then, the objective of the MRP is
to find a tree T C E connecting the source node s to each of the destinations d € D, such
that the total cost Y,y w(e) is minimum.
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The multicast tree problem has been studied by many researchers [Aguilar et al., 1986,
Berry, 1990, Bauer, 1996, Ballardie et al., 1993, Baldi et al., 1997, Du and Pardalos, 1993a,
Pardalos and Du, 1998, Frank et al., 1985, Feng and Yum, 1999, Im et al., 1997, Jiang,
1992, Wan et al., 1998, Pardalos et al., 2000] using strategies that range from simple heuris-
tics to approximation algorithms. However, no exact polynomial algorithm is known for
the problem in general, since it is NP-hard, as shown in the next theorem.

Theorem 1. The multicast routing problem is NP-hard.

Proof. By reduction from the Steiner problem on graphs. In the Steiner problem, we are
given a graph G = (V,E), a cost function w : E — R, a set of required nodes R, and a
set of Steiner nodes V \ R. The objective is to find a tree T connecting all nodes in R at
minimum cost.

The reduction is simple: take one of the nodes v € R to become the source, and make
D = R\ {v}. Clearly, an optimal solution to this instance of the MRP instance will be also
optimal for the Steiner problem. An optimal solution to the MRP can also be found given
the optimum solution for the Steiner tree instance, thus the multicast routing problem in
NP-hard. [J

When applying the MRP to specific problems, a number of additional constraints arise.
The two most important additional constraints for the MRP are the following.

o Delay constraints. In applications that require real time cordination, such as video-
conferencing and other multimedia systems, it is very important that the total delay
in the routing of packets be as small as possible. In practice, it is required that the
delivery of data take less than some delay threshold.

o Reliability constraints. In some multicast systems, an important concern is that
data be delivered with some guarantee of reliability. This is done usually by re-
quiring that aditional capacity be reserved on each arc of the network, so that in
the case of failure in some edge the data can be diverted through other paths in the
network.

2.2. Flooding and reverse path-forwarding algorithms. The simplest way of sending
packets to multiple nodes in a network is using the technique called flooding, which con-
sists of recursively sending data to all neighbors of a node until the destinations are reached.
The algorithm is shown in Algorithm 1. Note that this algorithm requires that each node
keep track of packages that were sent through it during the process, otherwise a packet can
loop indefinitely through the network. Keeping this extra information limits the usefulness
of flooding, since the number of all packages that can be reliably sent is bounded by the
available memory on any routing machine. There are also inevitable bandwidth losses in
this process since many non-required edges are saturated with data. Finally, there is no
confirmation that a package reached the required destinations.

To improve the performance of the flooding algorithm, the reverse path-forwarding
algorithm (RPFA) was proposed by Dalal and Metcalfe [1978]. In the RPFA, each node
is responsible for finding an edge that is in the path to the destination. In this way, traffic
is not accepted from all nodes, but just from a selected number of neighbors. The edge
from which traffic is accepted, when routing to a particular node, is called the parent link.
A simple algorithm to determine the parent link for a node s is the following: let e be
the first edge from which a package having origin s was received. From now on, if a
package is received from an edge that is not considered to be the parent link for the given
source node, then drop the package. Otherwise, receive the package and broadcast it to all
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procedure Flooding-Algorithm
begin
Receive packet p from node u;
if destination(p) = v then
| PacketReceived;
else
if packet was not previously processed then
| Send packet p to all nodes in N(v) \ {u};

end
end
Algorithm 1: Flooding algorithm for node v

other neighbor nodes. Improvements to this basic algorithm are discussed by Semeria and
Maufer [1996].

2.3. An integer programming formulation. In this section, we discuss an integer pro-
gramming model for a generalized multicast routing problem, originally proposed by ron
ha and Tobagi [1994]. The model is for a version of the MRP in which there are costs
and delays for each link, and a set {1,.., 7} of multicast groups. Each group i has its own
source s;, a set of n; destinations d;j . .. ,d;,;, a maximum delay A;, and a bandwidth request
r;. There is also a matrix B’ € R"™*" for each group i € {1,...,T} of source-destination re-
quirements. The value of B;k islif j=s, —1if j =dj, and zero otherwise. The node-edge
incidence matrix is represented by the matrix A € Z"*"™.

The considered network has n nodes and m edges. The vectors W € R™, D € R™ and
C € R™ give respectively the costs, delays, and capacities for each link in the network.
The variables in the formulation are X!,... X7 (where each X' is an m x n; matrix), and
Yl, ..., YT (where each Y is a vector of m elements), and M € RT. The variable X}k =1
if and only if link j is used by group i to reach destination d;;. Similarly, variable Y ; =1
if and only if link j is used by multicast group i. Also, variable M; represents the delay
incurred by multicast group i in the current solution.

In the following formulation, the objectives of minimizing total cost and maximum
delay are considered. However, the constant values B and B, represent the relative weight
given to the minimization of the cost and to the minimization of the delays, respectively.
Using the variables shown, the integer programming formulation is given by:

T
(D) min riB:CY"' + BaM;
i=1

=
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subject to
) AX' = B forie{l,....T}
WY <1
3) for ie{l,...., T}, je{l,...,n}, ke {l,....,n;}
k
4) M; > Y DX, forie{l,....,T}, ke {l,...,n;}
j=1
(®)] M; < L fOI‘iE{l,...,T}
T
(6) Yy < C
i=1
(7) Y o€ {01}, forl<i<T,1<j<K 1<k<n.

The constraints in the above integer program have the following meaning. Constraint (2) is
the flow conservation constraint for each of the multicast groups. Constraint (3) determines
that an edge must be selected when it is used by any multicast tree. Constraints (4) and
(5) determine the value of the delay, since it must be greater than the sum of all delays
in the current multicast group and less than the maximum acceptable delay L;. Finally,
constraint (6) says that each edge i can carry a value which is at most the capacity C;. This
is a very general formulation, and clearly cannot be solved exactly in polynomial time
because of the integrality constraints (7).

This formulation was used by ron ha and Tobagi [1994] to derive exact algorithms for
the general problem. Initially, a decomposition technique was used to divide the constraint
matrix into smaller parts, where each part could be more easily solved. This part of the
algorithm can be executed using some standard mathematical programming decomposition
techniques, as shown e.g., in Bazaraa et al. [1990]. Then, a branch-and-bound algorithm
was proposed to solve the resulting problem. The lower bounding procedure is important
in this branch-and-bound implementation, since it can benefit from the efficiency gains of
the decomposition method, resulting in improved computation time.

3. STEINER TREE PROBLEMS AND MULTICAST ROUTING

3.1. Steiner tree algorithms. Due to the similarity of the MRP and Steiner tree problems,
one of the simplest and more effective techniques for solving the MRP involve careful
modification of algorithms for Steiner tree [Bauer and Varma, 1997, Du et al., 2001, Du
and Pardalos, 1993b, Hwang and Richards, 1992, Hwang et al., 1992, Kou et al., 1981,
Takahashi and Matsuyama, 1980, Winter, 1987, Winter and Smith, 1992, Pardalos and
Khoury, 1995, 1996, Pardalos et al., 1993], according to the necessary extra constraints.
As an example of application of this solution scheme, we introduce the algorithm for the
Steiner tree problem described in Algorithm 2, known as the KMB algorithm [Kou et al.,
1981].

The KMB is an approximation algorithm which constructs a solution for the Steiner tree
problem where the required nodes are elements of DU s and the nodes in the required set
are connected using the union of shortest paths. It is easy to prove the following result:

Theorem 2. The KMB algorithm returns a solution within a factor 2 of the optimum.

The KMB heuristic shown above provides a good scheme for heuristic development for
the MRP, since it gives an initial guarantee of approximate optimality. Moreover, studies
on the quality of solutions computed by the KMB heuristic [Wall, 1980] showed that the
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procedure KMB-Algorithm
begin
Let K = (V,E) be a complete graph with |D| + 1 nodes;
foreach (u,v) € E(K) do
| w(u,v) < d(u,v), where d is the minimum distance from u to v in G;
end
Let T be a minimum spanning tree on K;
Let T’ be the union of all shortest paths v ~» w in G, s.t. (v,w) € T}
Let 7”7 be a minimum spanning tree 7’;
return 7"

end
Algorithm 2: The KMB algorithm for Steiner tree.

algorithm performs very well in problems occurring in practice, exceeding by a large dif-
ference the factor 2 guarantee described in Theorem 2. Similarly, Doar and Leslie [1993]
have shown that this heuristic usually achieves at most 5% of difference to the optimal
solution value, for many instances of large size.

The main challenge in using techniques based on KMB to solve the multicast routing
problem consists of distributing the computational effort among all nodes involved in the
multicast group. For this reason, many variants of the KMB algorithm have been proposed
to solve the MRP, as described in the next section, to overcome the limitations of using a
sequential, deterministic algorithm [Bharath-Kumar and Jaffe, 1983, Wall, 1982, Waxman,
1988, Wi and Choi, 1995].

An alternative algorithm to solve the Steiner tree problem was proposed by Takahashi
and Matsuyama [1980], and is known as the greedy incremental tree algorithm (GIT). This
heuristic is similar to the Prim’s and Dijkstra’s algorithm in the sense that it starts from a
single node, and at each iteration it adds the edge that is closest to the current tree and
which does not form a cycle. These steps are repeated until a tree connecting all required
nodes is found. The GIT algorithm has also been adapted to the MRP and employed by
some other researchers as an initial step in the construction of multicast trees [Carlberg and
Crowcroft, 1997, Li and Mohapatra, 2003].

3.2. Steiner tree-based algorithms for the MRP with delay constraints. In this sec-
tion, we describe some of the algorithms that have been proposed for the multicast routing
problem [Im et al., 1997, Kompella et al., 1992, 1993b,a, Jia, 1998, Sriram et al., 1998].
Most of these algorithms share the following features:

e The Steiner tree model, as described in the previous section, is assumed;

o They are distributed versions of some of the well known heuristics for the Steiner
tree problem,;

e The distributed algorithms do not provide any guarantee of optimality;

e Unlike metaheuristic-based heuristics, these algorithms do not provide a guaran-
tee of local optimality, which means that they do not check any neighborhood of
the given solution for improvements that would locally improve the considered
solution.

Im et al. [1997] proposed a distributed algorithm for the delay constrained multicast
routing problem. In this distributed algorithm, the objective is to reduce the computational
time for constructing the routing tree. The strategy used consists of creating the tree in
only one round of data exchange, thus avoiding excessive message exchanges, which are
the main time constraint on distributed algorithms. The basic steps in the algorithm can be



OPTIMIZATION PROBLEMS IN MULTICAST TREE CONSTRUCTION 9

described as follows. Initially, messages are sent to nodes in the set 7 = DU s composed of
sources and destinations, with the objective of asking each node v € T to compute the node
w € T\ v that is closest to v. Then, each node resends the messages to its children nodes,
until the delay information has been computed by all nodes, and the results are sent back
to the elements of 7. When a node is selected to be part of the tree, it receives an ADD
message and sends back an ADD_ACK message. The algorithm stops when all nodes is T
have been added to the multicast tree. The following theorem has been proved in Im et al.
[1997]:

Theorem 3. The described algorithm produces a feasible multicast tree, and if there exists
a feasible solution to the MRP, then the algorithm returns a feasible solution.

Kompella et al. [1992] provided an algorithm based on a distributed version of the KMB
heuristic. The basic modification included in the KMB algorithm is an added step, which
guarantees that the constructed tree is feasible for the delay constraints. This works as
follows: initially, a closure graph K is created from the original graph G, as in the original
KMB algorithm. Then, at each step an edge of K is added to the tree. The edges are added,
however, according to a function g(e), for e = (u,v) € E(K) such that

c(u,v)
D —D(u,v) — D(s,u)’
where 9D is the maximum delay acceptable in the MRP instance, D(u,v) is the delay in-
curred in the path from u to v, and similarly, D(s,u) is the delay incurred in the path from
s to u.

The described algorithm runs in O(2'°¢?), where D is the maximum delay acceptable in
the MRP instance. This is not polynomial, since D can be very large. However, in practice
the value of D is small, and the algorithm behaves in most cases as a polynomial algorithm.
The following interesting results provides a bound on the worst case performance of the
described procedure.

g(u,v) =

Theorem 4. The worst case of the algorithm described above is 1|D|/(1+|D|), for a given
value | corresponding to edge costs. Thus, the worst case performance is asymptotically
equal to |D.

3.2.1. Sparsity considerations and the MRP. Sparsity in the definition of multicast net-
work instances is a major factor that must be considered in the design of new algorithms
for the MRP. This is necessary since sparse instances can usually be handled by faster algo-
rithms. As an example of application of this strategy, the heuristic proposed by Chung et al.
[1997] was designed to provide solutions to the delay constrained MRP, when the instances
are sparse. To do this, the algorithm employs a Lagrangian relaxation technique, implicitly
used on an algorithm that was initially proposed by Blokh and Gutin [1996] (the algorithm
is from now on called the BG heuristic). The BG heuristic solves a minimization problem
with a constraint by recasting it as an unconstrained problem with Lagrangian multipliers.
The multipliers are used in this context to force feasibility of the resulting solution.

The algorithm proposed in Chung et al. [1997] tries to adapt the BG heuristic to the
MRP. To do this, it uses a well known algorithm for the Steiner problem [Takahashi and
Matsuyama, 1980] as the generator for an initial solution. Then, it applies the scheme used
by the BG heuristic to improve the initial solution, until a feasible solution for the MRP is
found. According to empirical results in Chung et al. [1997], the heuristic provides results
for the MRP that have on average 11% larger objective cost than the optimum solution.
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3.2.2. Multicast routing as an on-line problem. A frequent problem that occurs when solv-
ing the MRP consists of dealing with reconfigurations of routes, when inclusions and ex-
clusion of members of a group are allowed [Aguilar et al., 1986, Waxman, 1988]. In this
case, although the initial tree may have been optimal according to some criterion, it is easy
to see that after several insertions and deletions this may not be an optimal tree, and in fact
it can be far from optimality. Thus, a major challenge on dynamic multicast applications
is to allow for periodic reconfiguration of routes, with the objective of avoiding excessive
degradation of solution quality.

To solve this major problem, some algorithms have been presented in the last few years
[Kheong et al., 2001, Waxman, 1988]. A technique that was proposed by Waxman [1988]
consists of maintaining caches with precomputed sub-trees that connect subsets of the
destinations. Such “routing caches” can be used in two ways:

e First, caches can be used to store information about frequent combinations of
nodes in a multicast group. In this sense, insertions and deletion of nodes can
be used to “learn” new configurations of destinations, and how they are best satis-
fied, storing the resulting information in a routing tree database.

e Second, the cached information can be used to speed up the creation of multicast
routing trees in the case of dynamic changes. A cache can also be used to quickly
reconstruct routing trees, starting from parts of existing tree, which are known to
be able to connect nodes that are currently part of the multicast group.

Waxman [1988] was one of the first researchers to consider heuristics for cost minimization
taking in consideration the dynamics of inclusion and exclusion of members in a multicast
group. The algorithm by Waxman [1988] presents one of the possible techniques to man-
age this database of routing subtrees. To do this, it provides a mathematical framework for
updating trees formed by the dynamic inclusion and exclusion of nodes. He proposed a
random graph model, where the probability of adding an edge between two nodes depends
on the Euclidean distance between them. This probability decreases with distance between
nodes. Using this model, a dynamic update rule is derived, which gives an improved way
of constructing routes.

Other examples of algorithmic techniques for the on-line MRP are the following. The
algorithm by Hong et al. [1998], which is in most aspects similar to Chung et al. [1997], is
an implementation of dynamic resource management, and uses a strategy capable of han-
dling additions and removals of elements to an existing multicast group. The algorithm is
again based on the KMB algorithm for the Steiner tree problem. To reduce the complexity
of the problem, the authors employed a Lagrangian relaxation technique.

Feng and Yum [1999] also devised a heuristic for the online version of the MRP, with the
main goal of allowing easy insertion of new nodes in the multicast group. Similarly to the
TM heuristic for the Steiner tree problem [Takahashi and Matsuyama, 1980], the proposed
algorithm uses a strategy in which, at each step, it takes a non-connected destination with
minimum cost and tries to add this destination to the current solution (this is similar to the
way the Prim’s algorithm computes a solution to the minimum spanning tree problem).

Sriram et al. [1999] proposed new algorithms for the on-line, delay constrained mini-
mum cost multicast routing which tries to maintain a fixed quality of service by specifying
minimum delays. The algorithm is able to adapt the routing tree to changes in membership
due to inclusions and exclusions of users.

Finally, a technique that has been explored in some algorithms for the online version of
the MRP consists of using information available from unicast protocols. By doing this, the
algorithm has two advantages:
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e To simplify the main algorithm since it is not necessary to consider the lower level
task of finding a single path — the objective becomes to integrate unicast paths in
an optimal way;

e To reduce the computational time of the algorithm, by reusing information that
was previously computed and left available by the unicast protocol.

An example of the use of this technique is given by Baoxian et al. [2000], who proposed
a heuristic where paths are found by requesting this information to the underlying unicast
protocol.

3.3. Distributed algorithms. Multicast routing is a task that depends essentially on the
use of distributed algorithms. This is true since the MRP is defined on a distributed envi-
ronment, where clients and servers are able to perform computation. This available com-
putational power can be used to reduce the time complexity of the employed algorithms,
through careful parallel implementation. A number of papers have focused on implementa-
tion of better distributed strategies for MRP problem, as discussed below [Jia, 1998, Chen
et al., 1993].

A good example of distributed algorithm for the MRP is provided by Kompella et al.
[1993a]. The proposed algorithm was targeted at applications where audio and video need
to be delivered over a network, and where delay restrictions play an important role. In
the first algorithm presented in Kompella et al. [1993a], the Bellman-Ford algorithm [Bell-
man, 1957] (which is used to compute the shortest path between two nodes in a network)
is extended with the objective of finding a minimum delay tree from the source to each
destination. A second algorithm was also proposed, with similar techniques, but this time
using a strategy similar to the Prim’s algorithm for minimum spanning tree construction.

Chen et al. [1993] have further studied distributed algorithms to the MRP. The authors
proposed a heuristic that is similar to the algorithm described by Kompella et al. [1993b]
(and also to the technique used in the KMB heuristic for Steiner tree). The main difference
in this case, however, is that a distributed algorithm has been employed to find a minimum
spanning tree, which must be computed twice during the execution of the heuristic. The
method used to find the MST is based on the distributed algorithm proposed by Gallager
et al. [1983]. The use of this distributed algorithm allowed a considerable reduction on
computational time, providing an efficient implementation.

Shaikh and Shin [1997] have presented a distributed algorithm where the focus is to
reduce the complexity of distributed versions of heuristics for the the delay constrained
Steiner problem. In their paper, the authors try to adapt the general model of Prim’s and
Dijkstra’s algorithms to the harder task of creating a multicast routing tree. The main
addition done to the structure of Dijkstra’s algorithm is a method to distinguish between
destinations and non destination nodes, as presented in Algorithm 3. Here, function Ip :
V — {0,1} is an indicator function, such that if v € D, then Ip(v) = 0, with Ip(v) =1
otherwise. The objective of this indicator function is to remove the costs of adding a
destination to the current tree, making it easier to construct a tree linking the source to
destinations.

3.3.1. Algorithms for sparse groups. An important case of the MRP occurs when the num-
ber of sources and destinations is small compared to the whole network. This is the typical
case for large instances, where just a few nodes will participate in a group, at each moment.
To handle sparsity in the MRP, Sriram et al. [1998] proposed a distributed algorithm which
tries to explore properties of sparse instances. The algorithm uses the unicast routing al-
gorithms that already exist in the underlying network. The algorithm is composed of two
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procedure Modified-Dijkstra
Input: G(V,E),s

begin
forveVdo dy] — oo
d[s] < 0;
S« 0;
Q«—V [*Qisaqueue ¥/ ;
repeat
v« get_min(Q);
00\ {vh
S—Su{v}
foreach u € N(v) do
ifudSanddlu] > dv]Ip[v]+w(u,v) then
| dlu] —dP)Iplv]+w(u,v);
end
until Q is empty;
end

Algorithm 3: Modification of Dijkstra’s algorithm for multicast routing, as proposed by
Shaikh and Shin [1997].

phases: in the first one, paths are computed from the source to each destination, using the
underlying unicast protocol. This phase of the algorithm can be performed in a distributed
way, since the unicast protocols are also distributed. In the second phase, the algorithm has
to apply some heuristic rules to define what segments of the returned paths will be used
as part of the final routing tree. Some rules have bee proposed on Sriram et al. [1998],
depending on the configuration of the possible intersections between the given paths.

A problem that arises when multicast groups are allowed to have dynamic membership
is that a considerable amount of time is spent in the process of connection configuration.
Jia [1998] proposed a distributed algorithm which addresses this question. The main as-
sumptions used by the algorithm are the following:

o Minimizing computational effort. Most of the computational effort should be spent
by nodes that participate in the multicast group (source and destination), other
nodes should not be heavily penalized.

o Decentralized management of routing information. Routing information must be
distributed, and every node should be capable of collecting is own routing infor-
mation. This allows the algorithm to operate independently of any central node
that stores the global state of the system.

o Minimizing number of messages. The algorithm should use the least possible
amount of messages, and each message should have a small size.

Using these principles, the algorithm applies the following steps. Starting from the source
node s, all the shortest paths from the source to the destinations are computed. To do this,
it is possible to use information available from the unicast protocol. The first step consists
of linking s to the destination v € D that is closest to s. Then, in the following iterations,
shortest paths are computed from the subtree T that has been constructed in the previous
steps; the node v € D that is closest to one of the nodes w € T is selected, and the path
P connecting them is added to the tree. Finally, redundant parts of the union 77U P are
removed, in such a way that delay constraints are satisfied.
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3.4. Other restrictions: Nonsymmetric links, degrees, and delay variation. An inter-
esting feature of real networks, which is not mentioned in most research papers, is that
links are, in general, nonsymmetric. The capacity in one direction can be different from
the capacity in the other direction, for example, due to congestion problems in some links.
Ramanathan [1996] considered this kind of restriction, and proposed an approximation
algorithm with constant worst case guarantee. The resulting algorithm has also the nice
characteristic of being parameterizable, and therefore it allows the trading of execution
time for accuracy.

If the number of links from any node in the network is required to be a fixed value, then
we have the degree-constrained version of the multicast routing problem. As an example
where this is an important feature we can cite ATM networks. In this type of application,
the number of out-connections must have a fixed limit, dictated by the type of routers used
in the system [Zhong et al., 1993]. A combinatorial algorithm for the MRP with maximum
degree constraints was provided by Bauer and Varma [1995] and Bauer [1996]. In such
algorithms, the basic strategy of selecting Steiner trees with the required nodes is modified
in a way such that only trees with limited number of connections per node are allowed.

Another restriction that is frequently disregarded is most algorithms is related to the
so called delay variation. The delay variation is defined as the difference between the
minimum and maximum delays between source and destinations, as defined by a specific
routing tree. In some applications, such as video-conferencing, virtual reality, and other
collaborative environments, it is interesting that the delay variation stay within a specific
range. For example, it may be desirable that all nodes receive the same information at
about the same time, to improve synchrony among participants of the multicast group. The
delay variation constraint was considered by Rouskas and Baldine [1996], who proposed
an algorithm for its minimization.

3.5. Center based routing. An important technique for routing tree construction is the so
called center based algorithms [Salama et al., 1996, Wall, 1982]. The objective of center
based algorithms is to find a tree rooted on some node of the original graph G, with a
specific centrality property. As an example, we can consider using as root a node r that
minimizes the maximum distance to all other nodes in G. This idea has been pursued in
some algorithms for the MRP, and is implemented in protocols such as CBT (core-based
tree) [Ballardie et al., 1993].

An example of application of center based algorithms occurs when a routing tree must
be shared among several multicast groups (a technique that is called shared tree construc-
tion). In this case, it is interesting to use a central node that is as close as possible from all
other sources and destinations.

Another example of center based routing usage is in finding the topological center of
a set of nodes. The topological center is the node that is closest to all members of the
involved multicast groups, and is known to be an NP-hard problem [Ballardie et al., 1993].
In other words, the objective is to find a node v € V that is closest to any other node in
the network, i.e., the node v minimizing max,cy d(v,u). A routing tree rooted at v is then
constructed and used throughout the multicast session — the idea is that such tree will be
more “balanced” and therefore will need less changes as nodes are added or removed from
the original multicast group(s).

To avoid the complexity problems involved with the concept of topological center, other
centrality measures have been used in practical protocol implementations. Examples of
alternative centrality measures are core points [Ballardie et al., 1993] and rendez-vous
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points [Deering et al., 1994]. A comparison of different methods for computing a center
for a routing tree is provided by Calvert et al. [1995].

3.6. Delay constrained minimum spanning tree problem. Finally, an alternative solu-
tion method for the computation of routes in multicast systems consists of constructing a
spanning tree problem with delay constraints. This problem, similarly to the shortest path
problem with constraints, is NP-hard [Garey and Johnson, 1979]. Therefore, heuristics are
used in practice to provide solutions in polynomial time. An example of heuristic solution
was proposed by Chow [1991], using the strategy of combining different routes into one
single routing tree. Another heuristic algorithm for this problem was provided by Salama
et al. [1997a]. This heuristic is a modified version of the Prim’s algorithm, implemented
using distributed computation techniques. A comparison of the algorithms for this problem
can also be found in Salama et al. [1997b].

4. THE MULTICAST PACKING PROBLEM

Capacity planning for the necessary bandwidth in a multicast network is another impor-
tant problem that occurs during the implementation phase of multicast systems. The main
requirement when considering this problem is that the network links must have enough
capacity to satisfy all multicast groups sharing the network. Similarly, when the maximum
capacity is limited, it must be shared by all groups according to their bandwidth require-
ments. These capacity constraints are modeled in what is called the multicast packing
problem. This problem has attracted considerable attention from researchers in the area of
network design in the past few years [Wang et al., 2002, Priwan et al., 1995, Chen et al.,
1998].

In this section, we present a formulation for the multicast packing problem, along with
some of the computational techniques that have been applied for its solution.

Given a graph G = (V, E) representing a network, the congestion A, on edge e € E(G) is
defined as the sum of all load imposed by the multicast groups using e. With this notation,
the maximum congestion A is defined as the maximum congestion A, taken over all edges
e € E. If we assume that there are K multicast groups, and each group k generates an
amount ¢* of traffic, an integer program for the multicast packing problem is given by

(8 minA
subject to
K
) Y i < A forallecE
i=1
(10) * e {0,1MEl foxie{1,...,K},

where variable x’e‘ is equal to one if and only if the edge e is being used by multicast group
k. Note that the variables x* must be themselves determined using an integer programming
formulation, as the one presented in the previous section.

The multicast packing problem formulated above is NP-hard, and as such it can only be
approximately solved by polynomial time algorithms. Heuristic strategies for the problem
have been proposed by Wang et al. [2002]. The authors discuss two main algorithms to set
up multiple multicast groups, and formalized this as a packing problem.

The first heuristic uses a Steiner tree-based strategy — solutions are created in a greedy
way, with edges being selected to the Steiner tree if they have enough capacity to satisfy
the requirements of the multiple multicast groups. The proposed algorithm has been shown
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to run in time O(kn* +k*mn?), where k is the number of multicast groups, 7 the number of
nodes, and m the number of links.

The second heuristic is based on the idea of computing the cut-sets between pairs of
elements of the multicast group. By determining the cut-sets for each such pair of nodes,
one can compute the edges that need to be part of a routing tree. The proposed algorithm
repeats the tree computation for each multicast group, using each time the residual graph
(i.e., the graph representing the remaining capacity at a specific step).

4.1. Alternative formulations for the multicast packing problem. Alternative formu-
lations for packing problems in multicast networks were presented by Chen et al. [1998],
using two integer programming models. Initially, suppose we are given a graph G = (V,E)
and a set of costs w,, for each edge e € E(G). In their first integer formulation of the
multicast packing problem, Chen et al. [1998] used a binary 0-1 variable x, for each edge
e € E,. The variable x, is equal to one if and only if the edge e is selected, with respective
cost w,. Then the integer formulation for the tree version of the problem is given by

(11 min Z WeXe
ecE
subject to
(12) Y x > 1 forallS$CV suchthatm; €SandM ¢S
€cd(S)
(13) x e {01}/

where M is the set of nodes participating in a multicast group, node m; is an arbitrary
member of M, and §(S) represents the edges leaving the set S C V. This is basically
the same formulation used for the Steiner tree problems, and can be solved using similar
techniques, including branch-and-cut algorithms based on the known cuts for the Steiner
problem.

In a second IP formulation to the multicast packing problem, the variables x,, for e €
E(G), are similar to the ones introduced above. The idea, however, is to use a ring-based
version of the problem. In the ring-based multicast packing, the routes are defined as a ring
(instead of a tree) linking the elements of the multicast group. The ring-based configuration
is preferred in some situations, since it provides better reliability in the case of failures of
a single link. The IP formulation for this version of the problem is given by

(14) min Y wex,
ecE
subject to
(15) Z Xe = 2 forallve M
ecd(v)
(16) Y x» < 2 forallveV\M
eed(v)
(17) Y x» > 2 forallSCV,ucS, andM ¢S
ecd(S)
(18) x € {01}/

Here, u is an arbitrary (but fixed) element of M. The integer solution of this formulation
gives a ring passing through all nodes participating in group M. To solve this problem, one
can also employ a branch-and-cut algorithm. In Chen et al. [1998], some valid inequalities
for this problem have been used to implement such a branch-and-cut.



16 C.A.S. OLIVEIRA, PM. PARDALOS, AND M.G.C. RESENDE

4.2. The multicast network dimensioning problem. Another interesting problem occurs
when we consider the design of a new network, intended to support a specific multicast
demand. This is called the multicast network dimensioning problem, and it has been studied
in some recent papers [Prytz, 2002, Forsgren and Prytz, 2002, Prytz and Forsgren, 2002].

The problem consists of determining the topology (i.e., which edges need to be selected)
and the corresponding capacity of the edges, such that a specific multicast service can be
deployed in the resulting network. Much of the work related to this problem has used
mathematical programming techniques to provide exact and approximate solutions.

The following formulation was derived by Forsgren and Prytz [2002]. In that paper,
the technique used has been the Lagrangian relaxation applied to an integer programming
model. We assume in this formulation a network represented by the graph G = (V,E) and
costs w,, for e € E(G). Moreover, we assume there are 7 multicast groups. The model
uses variables x£ € {0,1}, fork € {1,...,T}, and e € E, which indicate if edge e is used by
group k. There are also variables z, € {0,1}, for / € {1,...,L}, and e € E (where L is the
highest possible capacity level), which determine if the capacity level of edge e is equal to
1. Now, let dy, for k € {1,...,T}, be the bandwidth demanded by group k. Also, let cé,
for/ € {1,...,L}, and e € E, be the capacity available for edge e at the level /; and wé, for
1 e{l,...,L}, and e € E, be the cost of using edge e at the capacity level /. Assume that
b € Z" is the demand vector, and A € R"*™ is the node-edge incidence matrix. We can now
state the multicast network dimensioning problem using the following integer program

L

(19) min Y Y wld

ecE =1

T L

(20) subject to d'xh <Y clzdl  forallecE

k=1 =1
@1 Y <1 forallecE

leL
(22) Ax=b
(23) x,z integral.

In this integer program, constraint (20) ensures that the bandwidth used on each edges is
at most the available capacity. constraint (21) selects just one capacity level for each edge.
Finally, constraint (22) enforces the flow conservation in the resulting solution. Instances
of the problem proposed above have been solved using a branch-and-cut algorithm. Valid
inequalities proved in Forsgren and Prytz [2002] have been used to derive a class of cuts,
which were then implemented in the branch-and-cut framework.

5. OTHER PROBLEMS IN MULTICAST ROUTING

5.1. The point-to-point connection problem. The point-to-point connection problem
(PPCP) is a generalization of the Steiner problem that can be used to model multicast sys-
tems with multiple sources and destinations. In the PPCP, we are given a graph G = (V,E)
with cost function w : E — R on the edges, a set of sources S C V, and a set of destination
D C V such that |V| = |D| and VN D = 0. The objective of the problem is to find a forest
(a set of o trees) F C E connecting sources to destinations, such that there is a bijective
mapping ¢ : V — V between elements of S and elements of D, and F has minimum cost.
If the map ¢ is fixed in advance, then this is known as the fixed-destinations version of the
PPCP.
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The PPCP can be thought as a general version of the MRP, where multiple sources are
allowed. The requirement that the number of sources be equal to the number of destinations
can be satisfied by any PPCP instance with the addition of “dummy” sources, without
loss of generality. Thus, solving the PPCP is important when the multicast structure is
distributed, and sources are replicated over the network.

The PPCP has been proved to be NP-hard [Li et al., 1992], considering its directed and
undirected versions, and even for the fixed-destinations version. For the especial case with
p =2 (where p is the number of destinations), an algorithm with time complexity O(n°)
was also proposed. Later, Natu [1995] improved on this case of the problem, with a dy-
namic programming algorithm with time complexity O(mn +n?logn). The same authors
proposed an algorithm for the case p = 3 with time complexity O(n'!).

In terms of approximation complexity, it is known that the PPCP can be approximated
within a constant ratio. In their seminal work, Goemans and Williamson [1995] presented
approximation algorithms for a large class of forest constrained problems, including the
PPCP and the Steiner problem. The approximation algorithm, when applied to the PPCP,
runs in O(n*logn) time, and gives its results within a factor 2 — 1/p of the optimal solution.

Given the inherent complexity of the PPCP, finding optimal solutions requires the use
of clever enumeration schemes that try to avoid the search through all possible solutions.
A branch-and-bound algorithm along these lines was proposed by Meneses et al. [2004].
To use such an approach, one needs to state the problem as an integer program. Let x, be
a binary variable equal to 1 if and only if the edge e € E(G) is selected to be part of the
solution. Then, we can write the PPCP as the following problem:

min Z CoXe
e€E(G)
(24) subjectto Y x,>1  forall ACV with |[ANS|#|AND|
ecd(A)
x. € {0,1}.

An important property of this formulation is summarized in the the following theorem.
Theorem 5. The inequality

Y xe>1  forallACV with|ANS| # |AND|
ecd(A)

is a valid inequality, i.e., it must be satisfied by any feasible solutions x € {0,1}F for the
PPCP.

The valid inequality (24) can be used to provide a branch-and-cut algorithm for the
PPCP. The basic strategy consists of adding only a small number of inequalities of the type
(24), and then check if the solution of the resulting formulation is optimal. We can check if
a solution does not violate any inequalities of the type (24) using the following algorithm:
given a solution x to the integer program above, create a network with underlying graph
G = (V,E) and capacities cap(e) = x,, for e € E(G). For each combination vy € S, v € D
of source-destination pairs, run a maximum flow algorithm from v; to v,. If the maximum
flow between any two source-destination pair has value less than one, this means that one
of the inequalities (24) has not been satisfied. It is then easy to identify such inequality,
since it corresponds to the minimum cut corresponding to the maximum flow computed
previously.
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Heuristic approaches for the PPCP have been proposed by Correa et al. [2003] and
Gomes et al. [1998]. The technique used for solving the problem relies on the cooper-
ation of multiple algorithms, also called agents, that manipulate a population of feasible
solutions for the problem. The technique, called asynchronous teams (A-Teams) combines
several agents to optimize an objective function over the set of feasible solutions for a com-
binatorial problem [Talukdar and de Souza, 1990]. An asynchronous teams strategy for the
PPCP was proposed in Gomes et al. [1998], with results close to the optimal for most of
the tested instances. The asynchronous nature of the A-Teams metaheuristic makes it very
natural to use parallel and distributed algorithms to implement it. A parallel implementa-
tion of the A-Teams for the PPCP was proposed by Correa et al. [2003], showing a clear
improvement of solution values with increasing number of processors.

5.2. Streaming cache placement problems in multicast routing. Although multicasting
is an important operation in modern networks, most of the current routers using the TCP/IP
protocol do not support multicasting by default. Therefore, the economical implementation
of multicast systems is a practical issue, and one of the challenges in the design of multicast
systems.

One of the models for the design of economic multicast networks is the cache placement
problem (CPP). The main issue addressed by the CPP is that of restricting the number
of replication nodes, also known as cache nodes. Notice however, that due to capacity
constraints, a minimum number of cache nodes is required to simultaneously transfer data
from the source to all destinations. The objective of the CPP is to find the minimum number
of nodes necessary to satisfy all demand, given the capacity constraints.

Using a graph model to describe the CPP, we are given a graph G = (V, E) with capaci-
ties ¢, on each edge e € E, a source node s and a set of destinations D C V(G). Then, the
objective of the CPP consists of finding a set R of replication nodes, also known as cache
nodes, such that all destinations receive the required data, and all capacity constraints are
satisfied. To better describe the requirements of the CPP, we discuss the following integer
programming model of the problem. Let the integer variables y, x, b, and w be described
as

| 1 ifedge eis in the spanning tree T
Ye=13 0 otherwise,

~_J 1 ifnodei+# s is acache node
=9 0 otherwise

bie{-1,...,|V|-1} the flow surplus for node i € V

we €40,...,|V|} the amount of flow in edge e € E.

Where A is the node-arc incidence matrix corresponding to the graph G. The problem can
now be stated as

V|
(25) min ) x;
i=1



OPTIMIZATION PROBLEMS IN MULTICAST TREE CONSTRUCTION 19

subject to
(26) Aw = b
(27) Y b =0
i€V
(28) by, > 1 for source s
(29) xi—1<b, < x([V|-1)—1 forie D
(30) x<b < x(|V|]-1) forieV—(DU{s})
31) Yy = [v|-1
ecE
(32) Y ye < |H-1 forallHCV
ecG(H)
(33) 0<w, < cCeYe fore e E
(34) x e {0,131 ye{o,1}/E
(35) b € Z weZ',

where G(H) is the subgraph induced by the nodes in H.

Recall that in the CPP, as in the MRP, a feasible solution is a tree, rooted at the source
node s, connecting s to the destinations. Another version of the CPP arises when we relax
the constraints (31) and (32), which define the solution as a tree on G. In this case, we
have a problem where the objective is to send data from source to destinations using any
feasible flow, not restricted to a tree. The resulting problem is called the flow version of the
CPP. Notice that this makes sense in the CPP because only a small part of the nodes will be
elements of R, and other nodes can receive flow according to multiple configurations that
are not necessarily a tree.

Despite the importance of the CPP for the economical design of multicast networks,
only recently it has been studied; an initial result shows that the problem is NP-hard, as
stated in the following theorem [Mao et al., 2003, Oliveira et al., 2003, Mao et al., 2003]:

Theorem 6. The CPP in the tree-version ((25) to (35)) is NP-hard. Moreover the result
is true for the flow version of the CPP, as well as the cases where the underlying graph is
directed or undirected.

Possible techniques for solving the CPP include heuristic, and enumerative methods.
Heuristic algorithms are important for this problem, since it is difficult to find approxima-
tion algorithms with good approximation guarantee. In fact, it has been shown in Oliveira
and Pardalos [2005], using a reduction from SET COVER [Feige, 1998], that the problem
cannot be approximated by a factor better than log |D|, unless NP is easy to solve:

Theorem 7. If there is some € > 0 such that a polynomial time algorithm A can approxi-
mate CPP within (1 — &) logk, where k = |D|, then NP C TIME (n®(°glogn)),

The theorem above shows that no algorithm can guarantee a good solution for the CPP
problem in general. Nonetheless, heuristics proposed in Oliveira and Pardalos [2005] were
demonstrated to return near optimal solutions to the CPP for most instances. It is an open
problem to find algorithms for the CPP that can match the approximation lower bound
given above — while the techniques developed for SET COVER appear to be a good starting
point, they do not seem be directly applicable in solving the CPP.
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6. CONCLUDING REMARKS

In this chapter, we discussed several optimization problems occurring in multicast net-
works. The rich combinatorial structure of multicasting makes it possible to provide several
perspectives of the problem, according to the different and sometimes unrelated objectives
that must be optimized, as well as the various constraints that must be satisfied by practical
systems.

Most of the problems concerning multicast routing present interesting challenges for
researchers working in combinatorial optimization. First, the problems in this area are of
practical interest, since most network applications could benefit from good algorithms for
the discussed problems. Second, many of these problems have not been fully explored
using tools of optimization. As shown in this chapter, most algorithms are only concerned
with the generation of feasible solutions, with some additional requirements used to main-
tain a minimum quality of service. It remains an open question how the solutions returned
by the discussed algorithms can be improved by the application of optimization techniques,
such as local search optimization, metaheuristics, branch-and-cut/branch-and-price, and
approximation algorithms. Therefore, we believe that important advances can be made
in the near future by the application of optimization techniques to problems in multicast
routing.
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