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Abstract: As the number of wireless users and per-user bigitlihdtemands continue to increase,
both the vendor and carrier communities agree lialess networks must evolve toward more
dense deployments. So-called “heterogeneous nesivele a commonly proposed evolution,
whereby existing macro-cellular networks are sumgleted with an underlay of small cells. The
placement of new small-cell sites is typically detmed based on various location-dependent
factors such as radio propagation calculations, deesities, and measurements of congestion and
demand. The backhaul network, which can accourd fignificant portion of the total cost of the
deployment, is then designed in reaction to thegsteent of small cells. In contrast, we describe a
design method which first considers the locatiohgxasting fibered and powered facilities that
might be leveraged to provide inexpensive backhdaturally, such a method is only feasible if
the carrier has a legacy local fiber network. Thaper describes an efficient fiber backhaul
strategy for a small-cell network, which leverafgslities associated with an existing fiber-to-the
node (FTTN) residential access network. Once piatestnall-cell sites are determined from
among all FTTN remote terminals (RTs), optimizattechniques are used to choose the most
efficient subset of sites for maximum coverage, @andesign the fiber backhaul architecture.

1. Introduction

Telecommunication providers have addressed the ieeegasing bandwidth demands of cellular radiovoets
with a series of wireless technology upgrades fij by adding cell sites (referred to as “macro-s##s” in this
paper). In AT&T’s network, these upgrades have msged through a long series of standards from AMRS-54
digital AMPS (DAMPS) to 1S-136 D-AMPS to GSM/GPR8 UMTS/HSPA+, with an upgrade to LTE nearly
completed, resulting in an increase in per-usek peigeless bitrates from several kb/s to greatanti00 Mb/s
under ideal conditions. Concurrent with this tedbgg evolution, AT&T, like most other carriers, hadded scarce
(and costly) wireless spectrum. Despite this rewalk progress, the demand for the shared wirelkasnel
continues to press the supply.

Naturally, increasing the peak rate of the radik bptimizes only one dimension of the wirelessmoek design
problem. Since radio spectrum is a finite resounga| designed networks must optimize the re-usspafctrum to
maximize the number of simultaneous users. In #fditb dividing cells into sectors, frequency rexus increased
by adding cells and thereby reducing the coveraga per cell. Thus, the tradeoff between cell todasity (i.e.
total number of cellular base stations per area) @wst continues to be a key issue in the desigwidfless
networks [2]. While it is a foregone conclusionttbperators must evolve toward a denser networknwdll cells,
one big question is how to evolve to this denseroréellular deployment while minimizing investmentmajor
cost contributors such as additional real estatiebackhaul.

Like other large regional carriers, AT&T operateveral networks, including a nation-wide wirelegtwork
and a broadband residential access network opgratier a significant portion of the United Statesthose areas
where AT&T has deployed fiber-to-the-node (FTTNkegs networks [3], the assets associated with THeNF
installation can be leveraged to provide fiber WK, right of way, and powering for upgrades te thireless
infrastructure. In this paper, we describe a strafer augmenting the current macro-cellular wissl@etwork with
the addition of low-cost small cells collocatedwéxisting FTTN remote terminals (RTs), and explowthods to
optimize both small-cell coverage and the fiberkbacl architecture. Section 2 describes a methodretty
candidate small-cell locations are automaticallrpelected from geo-coded FTTN data, based onganitim with
selectable parameters such as radio coverage,nuitgxio existing macro-cell towers, population dénsetc.
Automating this process is critical, considering trast number of network elements deployed in AT&FTTN



and wireless networks. Since this pre-selectiorcgss typically results in an overprovisioning ofatintells, a
heuristic solution to the maximum covering problentescribed in Section 3. This approach permigsribtwork
designer to specify the number of small cqllfrom among the set of all pre-selected locationsaimgiven
geographic area, and then optimize coverage base¢leoparticular choice of whighlocations will serve as base
stations. Since is directly related to the total cost of the dgpbent, the best possible coverage can be derivad as
function of cost. In section 4, the setppgmall-cell sites that satisfy the maximum covetigiristic are the starting
point for an access network optimization problerardy integer linear programming is used to desagt-efficient
passive optical network (PON) deployments basedhenin-place dark fibers associated with an exjstiT TN
network. Due to the sharing of valuable fiber assdie resulting optimized PON deployments are shimAbe more
economical than conventional point-to-point fibecckhaul designs. The methods described in thisrgfapas on
the efficient utilization of existing deployed atseSome important considerations, such as thdlslefradio
propagation including location-dependent signal @owand interference must ultimately be considetad, are
beyond the scope of this paper.

2. Network augmentation with small cells

Conventional wireless network planning methods @laatential cell sites in “optimal” locations basedmeasured
user data and propagation studies. In contrasteset methods, which typically require expensive baeakhaul,
powering and site acquisition, we start with theuasption that some fraction of new microcellular gmall cell)

sites can be inexpensively deployed by collocatiith previously fibered and powered network fa@ht such as
FTTN RTs. In our study area, macro-cell radii rafigen a few hundred meters to a few kilometers ddpey on

propagation, traffic demand, geography, and oteetayment constraints. Since it is well known ttheg radio link

degrades with increasing distance from the celletowew small cells will be placed away from thatees of the
existing macro-cell serving areas, thus supplemgntie poor coverage near the macro-cell perimeter.

Fig. 1: Sequence shows steps in the design prowess fraction of the study area: (a) map showiirg center boundaries. Blue diamonds are
existing macro-cell sites (b) with nominal half-nasicircles, sized based on density of macros |rereenter (c) with RTs beyond macro half-
radius coverage selected as potential micro-del ¢d) nominal total coverage with 400-m small &dii and macro half radii.

Our analysis and evaluations are based on netwatk for a typical urban/suburban area in the westes.
Considering the size of the databases involveddfample, there are ~90,000 FTTN RTs over AT&T Horawide
local footprint), it is essential that efficienttamated methods be devised to assist with the plactof small cells
and the design of the backhaul network. The datsbhasemprise demographic data, roads, FTTN accessie
infrastructure, macro cellular network infrastruetuetc. The study area, which consists of fouoiadjg wire
centers served by both a broadband FTTN networkaaniteless network, includes 705 FTTN RTs, whietven
fiber connectivity and power, and 84 macro-ceksitEach fiber-fed RT is a potential location foriaexpensive
omni-directional small cell with coverage radius4®0 m. To account for the effects of macro cellssiole of the
study area, the analysis also includes the macse Btations outside of that area but within 1 knihef area’s



perimeter. Figures 1(a)-1(d) illustrate the desigethod over one portion of the study area, whene wenter
boundaries are shown as solid black lines. In ordefficiently upgrade the existing macro cellufeatwork (cell
sites shown by the blue diamonds in Fig. 1(a))tably located RTs must be identified. In this stadga, 90% of
neighboring RT distances are less than 600 m, sba€d small cells with coverage radii in the 208 m range
should be adequate for continuous coverage in pas&s. Since users closest to existing macroegisrience the
best performance, the small cells which are mosfuligor enhancing wireless service will be thoseated away
from the center of an existing macro cell’s coveragea. For this case ~80% of the RTs are locdteddestance
greater than 300 m from the nearest macro cell aiténdication that a large majority of the RTe eandidate base
station locations for this enhancement strategy.

In our automated design process, we calculate mitmal-coverage” macro-cell radius by dividing threaof a
wire center (i.e. a central office serving area}ty number of macro cells in that wire centeryltesy in a nominal
per-cell area (and associated radius). This siieplibpproach is based on the assumption that ttrentumacro-
cellular network covers the area of most wire cent€hus, the resulting wire center-dependent nahritacro-cell
radii are reasonable estimates of actual coveragdig and range from 782 to 1188 m over our fourewienters
(nominal macro-cell radii are not shown in fig. ¥e assume that the central 25% of the area of panifinal-
coverage circle (corresponding to half the nomaowlerage radius) has high signal to interferenas pbise ratio
(SINR) and does not need to be supplemented. Tdrerell FTTN RTs except those within this half-tzgliare
considered as candidate small cell sites. Thusigugiese nominal-coverage areas as a starting, ppéiplace
supplemental RT-based small cells at distancegsagrd@an half the nominal-coverage radius from aeighboring
macro cell (see Fig. 1(b) for half-radius macroerage areas, and Fig. 1(c) for the subset of Rysrakethe macro
half radii). Fig. 1(d) shows the coverage that barachieved by deploying the entire resulting $&4@ small cells
with radius of 400 m in conjunction with the eximli macro cells at half radius. Note: Although tltual radio
coverage for macro cells does not change, thiesemtation makes it easier for the reader to seadtied coverage
associated with the small cells. These small oalsbe deployed using a low-height (2-4 m) antenaanted on or
near the RT (for example on an adjacent light pasif) low transmit power, while capitalizing on tleailable
fiber backhaul over dark fibers associated with HHETN network. Such a strategy may prove finangiall
advantageous when compared with the cost of sijeisition, engineering and installation of tradiid (macro)
cell sites. Path loss calculations for typical ominectional small cells with 250-mW transmitterver and 8-dB
antenna gain indicate that the small-cell radiuassd in this study provide acceptable, and oftdtebperformance
in suburban/urban areas with these low antenndtsejd,5], compared to typical macro-cell coverage.

100 ‘ :

o] [{e) [{e)
aq o O

~
[$)] »
T

=a= \acro cells and small cells with 200m radius -
=4=\lacro cells and small cells with 300m radius
=4= \acro cells and small cells with 400m radius -
=0=Existing macro cells

6 L L L L L
gOO 850 900 950 1000 1050 1100 1150 1200
Macro cell radius / m

Percentage of household coverage
~ o
o o

[2]
e

Fig. 2. Variation of coverage with macro and sroell radii

In Fig. 2, the percentage of households covereddploying 200 m, 300 m and 400 m radius small dalls
conjunction with the existing macro cellular netwas a function of macro-cell radius is investigatéhe total
number of households in the study area exceed®@08The figure shows significant improvements average
can be achieved using the RT locations to deplallstell sites, compared with the coverage that lmamachieved
using larger macro cells. For example, 83%, 89% %% household coverage can be achieved for 2@Dthm
and 400 m small cells, respectively, in conjunctiath 900-m macro cells, which correspond to 11%,% and
22% coverage improvement, respectively. In additmimproving coverage area, adding additionalscieltreases
the total available bandwidth and therefore theimarm number of simultaneous users.



It is important to note that the simplified circuleoverage areas used in the above algorithm ardgsr for
more accurate coverage areas based on measuredlanihted radio coverage associated with theiagishacro-
cellular network and the proposed small-cell lamagi For such a calculation, each macro cell wbel@ssigned a
high-SNIR contour (analogous to the nominal hatfiwa circle) and only those FTTN RTs which fall side of all
such contours are chosen as candidate small-agltibms. The coverage of the resulting heterogeneetwork
(macro plus small cells) can then be estimated doasepropagation model calculations of small-celVerage
contours.

3. Optimal Small Cell L ocation Problem

The method described above is a means for autoatigtiextracting large numbers of candidate small-sites
from geographic data bases. Whether using apprégioiecular coverage areas or more accurate measuate and
calculation-based coverage data, the assumptiarathpotential small-cell sites be used is potahtiinefficient.
Thus, we also present the results of a study whids candidate small-cells, as determined abovtheasitial
conditions in solving the following maximum covegiproblem: Suppose we are given aSef n potential sites on
which to locate small cells and a &bf m city blocks, each with populatior, 20, forj = 1,...,m. Furthermore,

suppose that for each sitehat is an element of the setve are given a sett; of city blocks that would be covered

if a small cell were to be deployed at site
In the optimal small cell covering problem we seek a subs8t, of S, of the potential sites containing a given

number of elements > 0 such that if a small cell is deployed in eaith & S*, then the sum of the populations of
covered city blocks is maximized.

Consider the example in Fig. 3 where there are dityeblocks and four potential small-cell sitesb, ¢, andd.
Small-cell coverage is indicated by the shadedksotf only one small cell will be deployed, ijg=1, then the
optimal choice is sitb, since it alone covers 41 people while the otlites®ach cover fewer people. If two small
cells are deployed, i.@=2, the optimal choice ib andd, since together these cells would cover 61 peapliée
{a,b},{ a,c}, and {c,d} each cover fewer. If three cells are to be depthyi.e.p=3, then the optimal choice k5 c,
andd which cover 79 people, whileap,c} and {a,b,d} each cover fewer. Finally ip=4, i.e. all cells are chosen,
then 84 people are covered. Note that the increahenterage decreases as more cells are deploged) fjom a
48% increase from=1 top=2, to a 29% increase fropx2 top=3, to only a 6% increase going frgm3 top=4.
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Fig. 3: Example small cell covering problem. Thare four potential small cell sites, p, ¢, andd) and nine city blocks, each with its
corresponding population. The shaded blocks argettitat would be covered if a small cell were talégloyed.

Finding the optimal deployment configuration by eraration is only feasible for very small instancas.the
number of potential sites and city blocks increaseg needs to resort to an optimization algoritfihe small cell
covering problem is aaximum covering problem and integer programming formulations faist. However, the
problem is NP-hard, implying that as the problene shcreases, integer programming will eventuadiylre able to
find the optimal solution to the problem. In suédtuations, one often resorts to heuristics. Sevhealristics for
maximum covering have been proposed in the liteeakelg. [6-8]. A very efficient software for maxim covering
is POPSTAR [9], which formulates the maximum congrproblem as the NP-hapdmedian problem and applies



GRASP with evolutionary path-relinking heuristia fomedian described in [10]. It can quickly find opé&l and
near-optimal solutions to small cell covering pevhs having thousands of potential cell locationd tens of
thousands of city blocks.

Consider an instance of the small cell coveragélpro in the western U.S. with 613 potential celésiand
4212 city blocks where we consider a small cedl gitcover a city block if the centroid of the btas no more than
400 meters from the cell site (here we use U.SsCGeuata to determine the location and associaipdigtion of
households in the study area). If all cells ardaega then 95.3% of the population is covered (Saoityeblocks are
more than 400 meters away from any potential d&t).sRunning POPSTAR fop=1, 2,..., 613 results in the
coverage shown in Fig. 4 (a). With as few as al300tsmall cells, maximum coverage is achieved 4ig) shows
coverage with the deployment of 300 small-cellssite spite of achieving over 95% coverage withdeployment
of 300 sites, this solution does not cover a largmber of city blocks. This implies that most oésk blocks are
sparsely populated, accounting for less than 5% epopulation.
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Fig. 4. Results of solving the maximum coveringlpeon (2) coverage (b) graphical illustration

4. Fiber Backhaul Architecture Optimization

The results of the maximum covering method desdridteove, a set gf small cell locations collocated with
existing powered and fibered network facilitiesn ¢ considered the input to a backhaul-networigdgsroblem:
Given the existing number and locations of avadatdrk fibers in a particular wire center servingaa what is the
best choice of dark fibers, splice locations, amdkbaul architecture to most efficiently (i.e. eeffectively)
backhaul these sites? Here, we describe an additional study ukat linear integer programming (ILP) [11] to
optimize the design of passive optical networks NP@ provide fiber backhaul to the small-cell sitd2]. The
capabilities of PON access architectures to shidmers, central office equipment and bandwidth amemng
terminals (i.e small cells in this scenario), mékem potential candidates to backhaul small celg-effectively.
Nevertheless, each of the components in the PORNsrteebe planned and placed optimally in order &ximize its
benefits. To this end, an optimization frameworkdisveloped based on ILP, which guides the costrabti
deployment. Green field scenarios for PONs whiabvigle fixed broadband access have previously baetiesi
[13, 14]. However, planning the positioning of PObIs top of an existing fiber infrastructure for dimeell
backhauling is more complex, as one also needsnsider the existing available infrastructure. IR&A’s local
network, each FTTN RT is connected to a multi-fibable that was installed as part of the FTTN baildl These
multi-fiber “distribution” cables have ample avdila dark fiber, but generally do not link all thewback to the
central office (CO). Rather, they are connected,intermediate splice points, to fiber trunks entiagafrom the
CO. Since the total number of dark fibers availabléhese trunks is typically fewer than the tatamber of dark
fibers summed over all of the FTTN distribution les) care must be taken to use these trunks aseetfy as
possible (keeping in mind that all as yet unforaedegure local fiber builds will rely on dark fibgin these trunks to
connect to the CO). Thus, PONs represent an apgeadeans for backhauling a large number of smdl oe a
given wire center, while sharing valuable CO triitlers (also referred to as “feeder” fibers in tglidescriptions
of PONSs). From here on we focus on planning a optithal PON-based fiber backhaul network, using @em
conventional point-to-point backhaul arrangemena dsenchmark, noting that PONs use bidirectionaglsi fiber
connections, while point-to-point (PTP) fiber inkttions typically use up and down fiber pairs.
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Fig. 5 shows typical PTP and PON deployment scesafor PTP, pairs of fibers for each RT/small es#
used to connect back to their respective netwodkpagent in the CO. In contrast, the PON consisthiade primary
components, the optical line terminal (OLT), thdicgd network terminal (ONT) and the passive ogtigalitter.
The OLTs are installed at the central office (C@Y aonnect with the metro network via the metraniaal
equipment co-located at the CO. The ONTs are platetie FTTN RTs where the small-cell base statianes
deployed. The ONTSs are connected to the OLTs uskigding single fibers by appropriately placing gias optical
splitters in the fiber path. The fiber located be¢w the OLT and the splitter is commonly referieéd the feeder
fiber, while the section between the splitter ainel ONT is known as the distribution fiber. Since #HON-based
backhaul network is an overlay on the existingasfructure, the splitters need to be installed wthiee fiber is
accessible (e.g. fiber access points or FAPs) asa¢h manholes, splice boxes, etc.

Let C denote the set of CO locatior3, the set of small cell locations, afdthe set of FAP locations. The
objective is to design a cost-optimized PON-bassekbaul for all locations d using existing fiber resources by
optimally choosing a subset &f for the splitter placement and selecting a subs& for the OLT installations.
When formulating the optimization framework, alltbe network requirements and all of the costslirea in the
PON deployment are taken into account. In termsetfvork parameters, firstly the fiber split rat®ddonsidered.
The split ratio depends on different network reguients such as the required small cell backhauhaigp
Assuming, for example, that the PON equipment sethés the GPON standard [15], approximately 2.5sGib/
downstream bandwidth is available to be shared gnairsmall-cell sites connected to a PON. Thrdiedint split
ratios (1:4, 1:8, 1:16) are examined for such &weald example. Secondly, the maximum transmissi@tance
which determines the span of a PON is taken intmwaat and it depends on both the power budget laadplit
ratio. To operate properly, the total length of feeder and the distribution fibers should not excthe maximum



transmission distance. With regard to cost, the pmmants can be broadly categorized into fiber, mgent and
labor. For fiber, the standard time value of moapgroach is used to determine the value of alreedglled fibers.
The value of the fiber depends on the type andttetigt will be used for the deployment. Therefdhe, costs will
differ for distribution and feeder fibers and must considered separately. The equipment involveithénP ON-
based backhaul network deployment is primarily gatized into three types based on where the equipiise
installed or used in the network; 1) At the CO réhis the OLT consisting of the components depiateleig. 5: an
Ethernet switch and fiber distribution panels doefi cross-connects. There will be a fixed costquemection. 2)
Each splitter resides at a FAP that includes ttst abthe first splitter and associated enclosu8®3.he ONT which
is located at the RT location to backhaul the sroall. As for labor, there is a cost associatechvaihy splitter
installation, in particular, the cost to send perss to the FAP and for the splicing itself. Thevél also be
additional labor costs for work performed in the .Cihe optimization framework takes into account dlithe
aforementioned cost elements when planning a PGiebdackhaul for small cells overlaid to an exgtin
infrastructure. A detailed description of the ILBsked optimization framework has been previouslgntegl [12].
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Fig. 6: (a) Optimal solution for 1:16 split deplognt scenario (b) Normalized deployment cost ofedéht architectural scenarios

Fig. 6 (a) shows the network dataset we use tojaeaur test case. This dataset covers one COngeavea of
AT&T’s existing FTTN network. For this dataset, wee our optimization framework to determine the thibe
cost-efficient PON-based backhaul solutions foarge of split ratios. For example, the optimal 8otuobtained
for 1:16 split deployment scenario is overlaid iig.F6(a). The corresponding splitter locations demoted by
asterisks while the logical connectivity of optifyatelected feeder and distribution fibers is dedoby black
dashed and solid green lines respectively.

In Fig. 6(b), we compare the total deployment @fst typical PTP deployment scenario and the optPaN-
based solution under different split ratios. Initidd to the total deployment cost, Fig. 6(b) adwws the cost
contribution of each major cost component involire¢the deployments. Note that the values showrign&{b) are
normalized with respect to the total deploymentt @dgshe PTP solution such that the total deploytrearst of the
PTP solution is 100. In contrast to green fieldldgments, where labor is typically the dominanttcdsg. 6(b)
shows that the main cost contributor in the optiP@N-based deployment is the equipment cost. Cealgrthe
main cost contributor in the PTP deployment isfther. Moreover, the deployment costs of the PONeolasolution
increase when the split ratio decreases. In pdaticthe equipment and labor costs increase whiefiber cost
decreases as the split ratio decreases. This obeaaise the number of splitter locations and timeber of PONs
that are required for such a deployment are inekasulting in higher costs for equipment anaia®verall, for
this test case, the cost of the optimal PON-baskdisn saves more than 50 % of deployment cosbmparison to
that of the PTP case.



Naturally, the success of such a small cell apgrdeicges on a low-cost deployment. Based on estenait the
outlays associated with macro cell deploymentsh sag large capital costs, leasing cell premiseskhzauling,
powering, maintenance and engineering, we are eaged that the augmentation using small cells imjuwtction
with an existing FTTN network has favorable ecormsrand performance, thus warranting further detaitady.

5. Conclusion

The increasing demand for high bandwidth applicetiand the rapid development of high-end user deswill
strain cellular service providers’ ability to offabiquitous and high-speed access to customerseiol this with
existing macro-cellular wireless infrastructureetsonomically challenging due to the high capitall aperational
costs associated with network upgrades. To proedeanced access in a cost-effective way, we sthdy t
deployment of small cells collocated with a subsktexisting FTTN RT locations, thus leveraging &akble
electrical power and fiber backhaul facilities. Bgtding small cells only around the periphery ofsérg macro
cells, both coverage and total network capacity loarimproved. Choosing from among all potential Il
locations is accomplished with a computationallficednt heuristic solution of the optimal small{cebvering
problem. The choice and design of an efficient ipassptical network architecture to backhaul theises, based on
an existing fiber infrastructure, are determinedahyinteger linear programming optimization. Thsufts of these
studies indicate a means exists for the econordgalloyment of a broadband microcellular underlagricexisting
macro-cellular network.
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Fig. 1: Sequence shows steps in the design prowess fraction of the study area: (a) map showiirg center boundaries. Blue diamonds are
existing macro-cell sites (b) with nominal half-nasicircles, sized based on density of macros |rereenter (c) with RTs beyond macro half-
radius coverage selected as potential micro-def §t) nominal total coverage with 400-m small adii and macro half radii.
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Fig. 2. Variation of coverage with macro and smell radii



5|15 6 5115/ 6
o o

10| 5 |15] |10| 5 |15
8 |10{10| | 8 |10|10

5115/ 6 5115| 6

10| 5 |15]| |10| 5 |15
o ©
8 |110{10| | 8 |10|10

Fig. 3: Example small cell covering problem. Thare four potential small cell sites, p, ¢, andd) and nine city blocks, each with its
corresponding population. The shaded blocks argetttmat would be covered if a small cell were tadégloyed.
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